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1 Introduction
As cloud data services proliferate, filtering the commu-
nication between different virtual machines in a data
center becomes a necessity. Such filtering can be ac-
complished by placing firewalls at strategic nodes within
the data center network and rerouting the communica-
tion flows to pass through a firewall. This abstraction
introduces several basic location problems which arise
in these contexts. Suppose a VM s wishes to send data
to a VM t along path P. If there is no available firewall
on path P, we need to reroute the data first from s to a
firewall f and then from f to the destination t. Clearly,
having too few firewalls would cause a large number of
communication flows to be routed to a particular fire-
wall leading to increased congestion in the links lead-
ing to the firewall. As latency in data centers is domi-
nated by link congestion rather than distance, we focus
on finding good firewall placements subject to a band-
width constraint on links.
Related Work: In recent years, minimizing congestion
in data centers has been an important research topic.
A number of papers [2, 3, 4] consider the problem of
“assigning” virtual machines to the physical servers, so
that the congestion due to communication is minimized.
Closer in spirit to our work is the Simultaneous Source
Location (SSL) problem introduced by Andreev et al. [1]
where each vertex has a demand Dv and the goal is to
find the minimum number of sources so that each vertex
receives a flow of Dv. SSL is a special case of our prob-
lem where each pair of communicating VMs resides on
the same physical server and firewalls are uncapacitated.
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2 Problem Definition and Results

Given a tree network T = (V,E) with bidirectional edges
having bandwidths b(e), a set of communication flows
(s j, t j,d j) denoting a flow requirement of d j units from
leaf s j to leaf t j, and a capacity C denoting the maximum
amount of flow a firewall can process, we wish to find the
minimum number of firewalls necessary so that all flows
can be feasibly routed through a firewall.

We consider two versions of the above problem,
namely the soft-capacitated and hard-capacitated ver-
sions. In the soft-capacitated firewalls version, one is
allowed to place multiple firewalls at a vertex. For this
case, we show that an algorithm which considers ver-
tices in a bottom-up fashion and makes local decisions
at each vertex provides the optimal solution.

In the hard-capacitated version, however we are al-
lowed to place at most one firewall at any vertex. This
restriction makes the problem significantly harder and
we develop two approximation algorithms for this ver-
sion. Our first algorithm is based on reducing our fire-
wall placement problem to the SSL problem described
above. We extend the algorithm of [1] to handle sources
with capacities and can prove the following theorem -

Theorem 1. For the firewalls with hard capacities prob-
lem, if k is the optimum number of firewalls necessary,
we obtain a solution with ≤ k firewalls such that the traf-
fic through each edge is at most 3 times its bandwidth.

Our second algorithm is a greedy algorithm that
greedily picks the vertex that satisfies the greatest num-
ber of new demands. Using the submodularity of maxi-
mum flow, we prove that -

Theorem 2. For the firewalls with hard capacities prob-
lem, the greedy algorithm is an O(ln(n)) approximation.

Ongoing work: In practice, software firewalls are often
desirable due to their flexibility. However, software fire-
walls usually have an additional constraint that they can
only be placed on the servers themselves (leaves). We
are exploring the challenges posed by this restriction.

We have tested our algorithms on a production cloud
data center and have obtained promising results.
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